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Abstract

Previous work has demonstrated techniques for handling uncontrollable intervals (for certain types of networks) in a simple temporal problem also known as STPU (Simple Temporal Problem with Uncertainty). We expand the number of types of networks for which controllability can be demonstrated with a new technique that maps the STPU into a STP. We also characterize the instances for which our technique fails.
Introduction

We assume knowledge of the simple temporal problem (STP) (Dechter, R., Meiri I., and Pearl J. 1991), and of the simple temporal problem with uncertainty (STPU) (xxx). Given a STPU, our technique demonstrates Strong controllability and some forms of Weak controllability (xxx).


The basic idea of our approach is to convert the STPU into a corresponding STP. We demonstrate xxx conversion techniques, and describe their weaknesses.

Description

We describe xxx ways of converting a STPU into an STP in ascending order of difficulty.


Simple Decomposition—consider the STPU in xxx. (Note: we use the paradigm that dashed lines represent controllable intervals and continuous lines represent uncontrollable intervals, as in xxx.) If we remove the uncontrollable interval and replace it with two fixed intervals of its min and max value respectively while duplicating the arcs at the end of the interval, we get a STP that, if solvable, demonstrates controllability of the original STPU. Unfortunately, we have doubled the number of intervals associated with each uncontrollable interval, and thus could suffer a doubling effect if these were in series.


Fortunately, we can simplify the network such that the resulting STP would have the same number of intervals. This is because we need not represent flexibility that is of no use in context of the “twin” node.


But, even though this demonstrates a linear time and space transformation of the STPU into a STP, it does not suffice for demonstrating the negation of controllability. That is to say, this technique delivers no false positives, but might deliver false negatives. Consider the STPU in xxx. Obviously, it doesn’t matter what assignments are made to the uncontrollable interval, yet (as seen in xxx) simple decomposition fails for this network. The problem with this technique is that it requires that all immediately subsequent and previous intervals provide sufficient flexibility to compensate for any assignment of the uncontrollable interval. While this is somewhat useful, it is also extremely prohibitive. 


Time-point Splitting—consider the STPU in xxx. As previously observed, simple decomposition fails. One way to solve this is to split all time-points. This solves the problem, as in xxx.


Unfortunately, this also leads to inflexibility and the reporting of false negatives, as in xxx. The problem is that when solving the STP, all pairs shortest paths is allowed to traverse a single interval both forward and back. This means that two different assignments for the same interval are being considered. What is really called for is all pairs shortest tours where no two nodes are duplicated, but this is in itself NP-Complete. 


Switching Decomposition—consider the STPU in xxx. Obviously, time-point splitting fails. We can control which path is taken by converting time-points in the problem into switching nodes that do not allow simple cycles.


This provides a variety of solutions not provided by simple decomposition, but still may provide false negatives. Consider the STPU in xxx and its associated STP (provided by switching decomposition). This still suffers from the fact that both paths representing an interval are considered with respect to a single cycle.
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